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Abstract 

Pitched as an aid to better development decision-making, the digital platform 

HungerMap LIVE presents composite data on, and machine-learning-derived 

predictions of, food insecurity in 90 countries. Of its current version, this article 

asks the following questions: What work is HungerMap LIVE called upon to do in 

ICT for development (ICT4D) practice? How well is it set up to do that work? 

Combining technical (both computer science and statistical) and social analysis, 

this article employs a close reading method drawn from humanities and legal 

research not usually directed at digital platforms in combination with interview-

based techniques. By this means, it scrutinizes HungerMap LIVE’s potential to 

guide or mislead users and canvasses some elaborations that could enhance its 

usability. It argues that interdisciplinary research of this kind can counter both the 

historical and technological determinism troubling the ICT4D field and better 

position decision-makers to employ machine learning in history- and context-

attentive ways. 

Keywords: Information technology for development; famine; hunger; World Food 

Programme; ICT ethics; social impacts of machine learning; ICT for decision-

making support; interdisciplinary research; Sustainable Development Goal 2 
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1. Introduction 

Scholars and practitioners of development, disaster relief and emergency management, 

policymakers and members of the public more broadly are today presented with a range 

of new information and communication technology (ICT) tools designed to inform and 

support their decision-making to address humanitarian needs and work towards meeting 

the Sustainable Development Goals (SDGs) (Arendt-Cassetta, 2021). HungerMap LIVE 

is one example: a global hunger monitoring platform developed by the World Food 

Programme (WFP) to track and predict hunger in near real-time (MVAM, 2019).  

Tools of this kind can, however, be difficult for development practitioners to decode, 

evaluate and use. That is the case even when, as in HungerMap LIVE, they incorporate 

lay-friendly explanations of terminology and methods (World Food Programme, n.d.-a). 

This article aims to facilitate the considered use of HungerMap LIVE and inform the 

commissioning and development of comparable tools in the future insofar as 

organizations like the WFP elect to pursue that course (leaving open the question of 

whether that is advisable compared to other potential uses of the time and money that 

such tools' development demands). It does so by presenting an interdisciplinary social 

and technical analysis, employing the method of close reading, exploring how 

HungerMap LIVE could potentially guide three possible user groups concerned with 

meeting development goals – specifically SDG 2, to end hunger and ensure food security: 

WFP staff; national policymakers; and communities engaged in advocacy or activism 

surrounding food security. Also advanced are some suggestions of how HungerMap 

LIVE could be further elaborated to address some unanswered questions arising from its 

initial version that are likely to be helpful to those working on other, analogous initiatives. 

The research questions pursued here may, accordingly, be encapsulated as 

follows: What work are digital platforms such as HungerMap LIVE being called upon to 

do in ICT for development (ICT4D) practice? How well is HungerMap LIVE currently 

set up to do that work? 

Inquiry along these lines elucidates in concrete terms the potential of real-time 

data and machine learning to improve famine mapping for a range of interested 

constituencies, as well as the limitations of these techniques and the challenges of 
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integrating them to the benefit of all anticipated users. As Bonina et al. have observed, 

the value of digital platforms for social and economic development is often presumed, 

but rarely studied in specific socio-technical contexts (Bonina et al., 2021).  By 

illuminating what development practitioners, activists and/or community advocates might 

and might not be able learn about food insecurity from relatively novel digital platforms 

like HungerMap LIVE, this article tackles, in effect, a broader question that has been 

axiomatic to the ICT4D field: to what extent might ICT contribute to the economic, social 

or political development of those in greatest need (Qureshi, 2015; Walsham, 2017)? It 

does so employing techniques of close reading (as noted above) that are most closely 

associated with legal research and the humanities (Lentricchia & DuBois, 2003; Orford, 

2003). This builds upon the work of others who have shown the potential of these 

techniques for analysing formal, informational and contextual features of ICT interfaces 

(Bares et al., 2020). In the first part of the paper, below, we address further what the close 

reading of a particular application of ICT – here, HungerMap LIVE – can contribute to 

existing knowledge and research methods in the ICT4D field.  

We proceed, thereafter, with an overview of HungerMap LIVE’s institutional 

provenance and the rationale for its existence, fleshing out some of the contested notions 

about ‘development’ in which it trades. We briefly recall some features of the modern 

history of famine mapping and consider how HungerMap LIVE reflects preoccupations 

characteristic of that history, with particular attention to the prior work of the WFP. Then, 

we present a close reading of the design of HungerMap LIVE and a breakdown of its 

primary socio-technical elements and operations. We proceed to discuss some of the 

limitations of that design, including questions to which users may want or need answers 

that are not currently fully addressed on its web interface. We then propose a research 

agenda surrounding HungerMap LIVE for the task of food security modelling and 

prediction – this being a burgeoning subtheme in ICT4D practice (see, e.g., Karanasios 

& Slavova, 2019).  

Our broad goal is to help enhance digital-platform-user ‘literacy’ (Gray et al., 

2018) in ICT4D practice, especially among those who are intrigued by the potential uses 

of machine learning for policymaking purposes. Like Madon and Schoemaker, we believe 

that the implications of digital platforms’ humanitarian use are likely to be very different 

for different stakeholders, and that encouraging platform developers and users to attend 

to these divergences is vital (Madon & Schoemaker, 2021). Too often the prospect of 

integrating machine learning and novel data sources into ICT4D practice is considered – 
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and sometimes championed – without regard to the diverse constituencies and 

communities engaged in that practice in specific domains, such as those concerned with 

the prediction, prevention, and amelioration of famine, for instance. This article 

underscores what can be learned from the close reading of particular implementations of 

machine learning in their institutional and sectoral contexts to ensure such purported 

technological ‘advances’ are workable, usable, and meaningful for their intended 

beneficiaries. 
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2. ICT4D and the Value of Close Reading 

 

ICT4D is a field in which longstanding debates about modernity, inequality and 

distributive justice, the role of technology in historical change, dynamics of structure and 

agency in societal reproduction, and the relationship between economic, social and 

political phenomena are ongoing (cf. Sein et al., 2019). Researchers and practitioners 

developing ICT applications aimed at enhancing human development or making it more 

equitable carry a particular range of aspirations, assumptions and convictions into this 

field (Abubakre & Mkansi, 2022). For those working in or with international 

organizations, such as the WFP, these endeavours are further inflected by organizational 

imperatives and controversies, including budgetary pressures and the impetus to meet 

donors’ demands for efficiency, inclusion and innovation (Dingwerth et al., 2019). While 

the narratives characteristic of the field remain broadly progress-oriented and diachronic, 

there has been recent emphasis on synchronic assessment of performance against 

particular metrics – above all, since 2015, against the SDGs (Gore, 2015). With this 

growing focus on in-depth, point-in-time measurement has come a rising appetite for 

tools and techniques that can avail development decision-makers of real-time or near-

real-time information and insights into communities under-represented in traditional 

statistical analysis and data-gathering. This has spawned a wide range of digital 

innovation initiatives the potential value and impacts of which remain to be assessed 

(Bonina et al., 2021). 

 To date, efforts to assess how digital data sources and machine learning 

techniques might alter ICT4D tend to follow, broadly speaking, one of two tracks. On 

one hand, scholars and practitioners of ICT4D have engaged in fairly high-level 

speculation about the challenges posed and benefits potentially yielded by greater 

recourse being had to ‘big data’ and machine learning (see, e.g., Hilbert, 2016) and the 

impact of ICT4D policies and investments designed to support machine learning 

capabilities (Heeks, 2010). On the other hand, micro-analyses of the digitization of 

ICT4D have often expounded on the strengths and weaknesses of particular methods, 

models or tools relative to others of the same genre without reflecting much on the uses 

to which they may be put by different constituencies (see, e.g., Lentz et al., 2019). 

This article mounts an argument not for a third track but rather for a cross-cutting 

pathway, combing elements of macro- and micro-, social, and technical analyses through 

close reading. In this instance, close reading entailed detailed, qualitative analysis of the 
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HungerMap LIVE website, scrutiny of the data sources identified in that website (where 

publicly available) and, for purposes of context and clarification, semi-structured 

interviews and/or question-and-answer correspondence with professionals involved in the 

development and promotion of digital platforms for famine mapping or comparable 

ICT4D initiatives. In total, 43 semi-structured interviews were undertaken with 38 

interviewees affiliated with 18 different organizations, plus question-and-answer via 

email with two additional interlocutors who were not available for interview. Five of these 

interviews and/or email question-and-answer interactions were directly concerned with 

famine mapping; the remainder were concerned with a broader range of ICT4D projects 

and practices. Interviewees were located in Southeast Asia, Australia, the UK, Europe 

and the US and were recruited on the basis of their satisfaction of the following criteria: 

(1) at the time of interview, they worked, or had worked, at international organizations 

engaged in humanitarian or development work or at organizations providing data science 

services to governments or international organizations in connection with humanitarian 

or development work; and (2) they were familiar with, and had had some direct or indirect 

involvement in, projects seeking to generate and/or test data analysis tools to address 

development challenges. Table 1. below offers an overview of our interviewee cohort. 

 

Table 1. Interviews Metadata 

Organization Role Gender Mode of engagement 
AI start up 1 Founder Male Online interview 

Data for development org 1 Architect/NGO founder Male In person interview 
Data for development org 1 statistician Male In person interview 
Data for development org 1 GIS expert Female Online interview 
Data for development org 2 development practitioners 1 male, 1 female In person interview 

Government development agencies 3 public servants 2 male, 1 female 3 in person interviews 

INGO 1 GIS expert Female Online interview 

Mobile network provider 1 CSR employee Male In person interview 

National statistics offices 7 statisticians 5 male, 2 female 2 in person interviews (4 
people) 
3 online interviews 

UN agencies 13 policy and management employees  6 male, 7 female  9 in person interviews, 6 online 
interviews  

4 data scientists 
 

4 male 2 in person interviews, 7 online 
interviews 
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3 GIS experts 2 male, 1 female 
 

2 in person interviews, 2 online 
interviews 

 

This approach to close reading is somewhat comparable to the ‘contextualized’ 

analysis of ICT4D attempted by Abubakre and Mkansi, but places greater emphasis on 

institutional imperatives (historical and contemporary) and technical capabilities, features 

and limits than on identities, affective bonds or goals of particular technologists (cf. 

Abubakre & Mkansi, 2022). Close reading so approached demands collaboration among 

scholars proceeding from very different disciplinary starting points – interdisciplinary 

collaboration much called for in the ICT4D literature (see, e.g., Schelenz & Pawelec, 

2022, p. 169). Among its other contributions to ICT4D literature, this article models a 

version of the interdisciplinary collaboration that the field has sought to encourage and 

suggests close reading as a methodological meeting point for it. 

Close reading holds value as a meeting point for interdisciplinary research in the 

ICT4D field because of the ‘bracketing’ that it demands: a practice informed by the 

teachings of phenomenology in philosophy and those of New Criticism in literary studies 

(Gearing, 2004; Lentricchia & DuBois, 2003). That is, close reading invites a provisional 

setting aside of the kinds of claims or presuppositions of historical or technological 

determinism by which the field of ICT4D has been troubled to date (Schelenz & Pawelec, 

2022). Close reading does not negate the significance of larger historical, societal, and 

technological forces, but it prioritizes analysis of their manifestation and strategic 

navigation in particular texts, interfaces, or other communication media. At that level, 

close reading accommodates the interplay of multiple perspectives, and allows for re-

entry, so informed, into questions and conflicts beyond its immediate confines. In this 

article, our approach to close reading is novel in that it entails not just attending, with 

care, to the specificities, interactions and vagaries of words, institutional structures, and 

interpretative commitments but also to those of algorithms, different data formats, 

machine learning models and digital interfaces. 

 

3. HungerMap LIVE: Background and Rationale 

 

This section addresses the first of our research questions by situating HungerMap LIVE 

as a work product of the WFP, an organization created in 1961 under the joint auspices 

of the United Nations and the Food and Agriculture Organization of the United Nations 
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(the FAO) for food distribution to promote economic and social development.1 The 

WFP’s remit later expanded to include emergency food relief and promoting world food 

security.2 Any assessment of the efficacy of particular ICT applications oriented towards 

development must specify those understandings of ‘development’ at work in particular 

contexts (Zheng et al., 2018). In this instance, this requires brief recapitulation of the 

institutional setting in which HungerMap LIVE was developed, namely, the WFP. 

Ideas of development within the WFP were, at the outset, heavily inflected by US 

economic priorities, particularly US need to dispense with agricultural surpluses and 

desire to extend and maintain Cold War alliances (Shaw, 2011). ‘Development’ in this 

context was undercut by racialized, ideologically charged notions of ‘modernization’. 

Later years saw the WFP deploy food aid as a tool of land and labour market reform and 

as a medium of humanitarian diplomacy in armed conflict, with ‘development’ becoming 

framed as a practice of helping people to help themselves – reflecting the influence of 

neoliberal economic thought (Shaw, 2011). More recently, with the benefit of its accrued 

logistical expertise, the WFP has promoted ideas of hunger and food insecurity as, at least 

in part, manifestations of information processing problems, and grappled with them in 

those terms. 

Pursuant to its changing sense of mission, the WFP has been engaged since 

inception in collecting, analyzing and disseminating information about food security 

(World Food Programme, 2020). HungerMap LIVE is among its latest efforts, an 

outcome of the WFP’s collaboration with the Alibaba Foundation. The stated aim of that 

WFP-Alibaba partnership was to support achievement of SDG 2 – to end hunger and 

ensure food security – by tapping the ‘expertise of the Alibaba Group’ in data analytics 

and machine learning to ‘help WFP become even more efficient and effective in its work’ 

(World Food Programme, 2018b). 

The story of HungerMap LIVE is also part of a longer history of modern famine 

mapping predating the WFP’s creation. Efforts to record, predict, analyse and react to 

‘excess mortality’ (that is, mortality above the level that historical data would lead people 

 

1 See, United Nations General Assembly Resolution No. 1714 (XVI), World Food Programme 

(1961), https://undocs.org/en/A/RES/1714(XVI). 
2 See, World Food Programme, General Regulations and General Rules (2014), 

https://docs.wfp.org/api/documents/eef12dfcbda04bddb7012f9c5002f356/download/. 
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to expect) due to starvation or hunger-induced diseases have taken various forms  

(Ó Gráda, 2007, 2009). Efforts of this kind belong to a tradition of distinguishing the 

normal from the pathological that has been central to modern biology, medicine, 

economics and social policy (Canguilhem, 1991). 

In these endeavours, much depends on whether those drawing the distinctions are 

directly affected by famine or responding to famine. People with extensive experience of 

food shortages establish local repertoires of famine-response attuned to their recurrence 

over the longer term: switching to unconventional sources of nourishment, i.e., ‘famine 

food’; borrowing money; and migration (Ó Gráda, 2009). Famine-affected communities 

have often ‘gather[ed] a very broad base of knowledge’ to understand and mitigate 

endemic famine risk, incorporating weather data and market data. In contrast, states and 

international organizations have often preferred intensified data-gathering at famines’ 

terminal stages (Walker, 1989, p. 37). 

Tensions of this kind – between famine-affected and respondent perspectives – 

have been axiomatic to the multiple re-readings of famine attempted in development 

practice throughout the modern period. Influential among these was the intervention of 

Amartya Sen in the 1980s who argued that famine results from food distribution 

inequities rather than food shortages. In contrast to prior interpretations (which 

emphasized crop failure as famine’s main cause), Sen identified a range of factors that 

contributed to the historic Bengal Famine beyond diminution in quantum of food 

produced, including food acquisition by the British military, price rises and gouging, 

increased unemployment and poor food distribution networks (Sen, 1982). According to 

one scholar writing in 1991, ‘Sen's analysis … irrevocably shifted the terms of the debate 

from shortage of food supply to the intervening variables between food production and 

consumption’ (Watts, 1991, p. 22). 

The adverse effects of these variables’ interaction are often highly localized and 

usually felt most acutely in communities without access to large-scale commercial food 

suppliers. Two of the most important data sources for predicting food security utilized 

during recent decades are also highly localized: household surveying and the manual 

collection of price information from markets.  

These variables take a central position in WFP’s definition of ‘vulnerability’ to 

famine. The WFP’s Vulnerability Analysis and Mapping (VAM)—a cartography unit 

established in 1994 to service the WFP’s central office in Rome and its country offices 
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(Shaw, 2011) and providing both ‘temporary’ and ‘long-term assistance’ in 

‘vulnerability’ analysis (Recalde, 2000)—defines ‘vulnerability’ as follows:  

the probability of an acute decline in food access or consumption levels 

below minimum survival needs ... [as] a result of both exposure to risk 

factors such as drought, conflict or extreme price fluctuations – and also 

of underlying socio-economic processes which reduce the capacity of 

people’s ability to cope’ (Recalde, 2000). The WFP currently employs 

around 200 analysts across 80 countries to undertake VAM analysis in 

collaboration with ‘governments, UN agencies, local/international 

NGOs, regional bodies and academic institutions (World Food 

Programme, 2018a).  

In traditional VAM analysis, price fluctuation is captured through gathering 

information from markets, while people’s ability to cope is captured through household 

surveying. Unfortunately, however, these data collection techniques are expensive and 

time-consuming to deploy. From 2013 onwards, to try to address issues of poor data 

quality and coverage (Recalde, 2000), the WFP added mobile phone surveys – computer-

assisted telephone interviewing (CATI) – to its array of data collection techniques. That 

is, the WFP began calling or texting randomly selected people to try to track the food 

security situation in various countries (Bauer, 2016). Mobile phone surveys allowed the 

WFP to obtain up-to-date information more quickly and cheaply from conflict-affected 

and hard-to-reach areas than traditional survey methods (Bauer, 2016; MVAM, 2019). 

Even so, the WFP’s data collection challenges have persisted because certain areas and 

people cannot reliably be accessed through mobile phones. These areas and their 

inhabitants comprise blank spots in the WFP’s hunger mapping work: areas of ‘no data’ 

or data restricted to ‘high administrative level[s]’ (MVAM, 2019). 

A parallel exemplar of efforts to incorporate disparate data sources into the 

international mapping of famine was the Food Insecurity and Vulnerability Information 

and Mapping System (FIVIMS), developed under the auspices of the FAO in 1997 and 

1998. The stated aim of FIVIMS was to address food insecurity and vulnerability 

(understood as an alloy of the shortage, inaccessibility, and poor utilization of food) as 

well as the risk of their recurrence. In other words, FIVIMS sought to counter: 

‘undernourish[ment] as a result of the physical unavailability of food, [people’s] lack of 

social or economic access to adequate food, and/or inadequate food utilization’, and the 
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‘the full range of factors that place people at risk of becoming food-insecure’, respectively 

(FAO, 2000, pp. 1, 13). To do so, FIVIMS encouraged local decision makers to identify 

indicators from which food security assessments could be made. The FIVIMS process 

emphasized heterogenous data sources; national FIVIMS networks reported sourcing data 

from governments, international organizations, bilateral aid agencies and NGOs 

(Bindraban et al., 2003, pp. 11–12). 

The FIVIMS vision – of a consistent, worldwide understanding of food scarcity 

and risk assembled from diverse data sources – was further advanced by the Integrated 

Phase Classification (IPC) system, developed by the FAO in 2004 for use in Somalia. 

Since then, 15 organizations – including the WFP, as well as international non-

governmental organizations like Oxfam, Care, and Save the Children, and the 

humanitarian consortium Food Security Cluster3 – have promoted use of the IPC globally, 

adapting it for use in a range of contexts (IPC Overview and Classification System, n.d.). 

The IPC scale measures acute and chronic food insecurity, with insecurity levels 

measured from Phase 1 (minimal insecurity) to Phase 5 (catastrophe/famine), (IPC Global 

Partners, 2019, p. 3). To some extent, the IPC scale suggests an embrace of the idea of 

famine as a recurrent state, in line with the perspectives that Ó Gráda and Walker 

identified with the famine-affected. Yet institutional attention tends to remain focused, 

nonetheless, on the upper levels of the scale. The IPC classification system underpins 

many contemporary famine mapping exercises, including HungerMap LIVE. 

In 2018, to try to address the persistent ‘blank spots’ highlighted above, and to 

signal that the WFP is ‘at the forefront of innovation in the humanitarian world’, the WFP 

entered into partnership with the Alibaba Foundation, as noted above (MVAM, 2019). 

Out of this partnership, the WFP created a new monitoring system called HungerMap 

LIVE that ‘monitors food security in more than 90 countries and issues predictions for 

places where data is limited’ (Ong, 2020) according to measures explained below. 

In the foregoing efforts of the WFP and its partners, want of development – 

specifically, food insecurity – has been characterized, recurrently, as an information 

processing problem. ICT has, in turn, been cast as a tool for enhancing the way in which 

communities assemble, process, disseminate and utilize information for collective socio-

 

3 The Inter-Agency Standing Committee (IASC) Cluster System operates in humanitarian emergency contexts, 
coordinating humanitarian activities undertaken by diverse actors working in particular thematic areas. These include 
food security, shelter, and health (amongst others). 
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economic benefit: a familiar framing in ICT4D research (Orlikowski & Iacono, 2001). 

To answer the first of our research questions: HungerMap LIVE has been called upon by 

the WFP and its partners both to reinforce this sense of hunger as a problem of data 

paucity or want of information, and to showcase the potential of ICT to address that 

problem. Controversy has persisted, however, as to whose developmental tool ICT ought 

primarily to be: a tool of the famine-affected or those seeking to respond to and ameliorate 

their plight – whether from a governmental, an NGO or an intergovernmental perspective. 

HungerMap LIVE endeavours to bracket such questions by assembling data that might 

be usable from a range of vantage points. In the next section, the paper examines how it 

does so before it considers to what degree of success it accomplishes the task. 

 

4. From Contested Accounts to a Composite of ‘Useful’ Information 

 

HungerMap LIVE presents users with a composite of data relating to food security, 

weather, population size, conflict, hazards, nutrition information and macro-economic 

data. Its main feature is a map showing the prevalence of insufficient food intake at the 

first administrative level (that is, the highest-level sub-national administrative unit in a 

given country: the state in Venezuela and India, the region in the Philippines, the province 

in Mozambique, for example, called hereafter a ‘region’ for convenience). The food 

insecurity of each region is depicted using a colour scheme of greens, yellows and reds, 

and its population density is indicated through brightness. When a user places a cursor 

above a particular region within any nation state depicted, two ‘scores’ appear, one 

indicating the prevalence of people with an ‘insufficient’ food consumption score (FCS) 

and one signaling the prevalence of people with a ‘crisis’ or ‘above crisis’-level rating on 

the reduced Coping Strategy Index (rCSI), and the graphed movement in these figures 

over the preceding month and quarter. The aim of doing so as stated on the HungerMap 

LIVE website is to help users – ‘WFP staff, key decision makers and the broader 

humanitarian community’ – to assess, monitor and predict the magnitude and severity of 

hunger in near real-time. 

HungerMap LIVE is designed in the mode of a dashboard. As with all dashboards, 

it has been designed with a view to facilitating vigilance, situational awareness and 

teamwork among its users (Noyes & Bransby, 2001). Many recurrent features of 

dashboards reflect these priorities: for example, the use of signals and visual schemes 
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designed to foster speed of interpretation (Donald, 2001, p. 43). Common visual schemes 

– such as the red, yellow, green warning scheme familiar from traffic lights – feature 

prominently in dashboard design, and we find them across the HungerMap LIVE 

interface. Prevalence of insufficient food consumption, for instance, is represented using 

a colour scale that moves from dark green (‘very low’ or 0-5% prevalence) to bright red 

(‘very high’ prevalence, above 40%). In this way, HungerMap LIVE maintains a focus 

on famines’ terminal stages – a focus characteristic of the perspective of respondents 

rather than those affected by famine (as discussed in Section 3 above). 

Other visual cues direct users as to the need for action and the appropriate scale 

at which they should approach such action. Layout and positioning are used to emphasize 

certain information streams. The top left-hand corner of a screen, often regarded as ‘prime 

real estate’ in dashboard design (Few, 2013, p. 52), is given over to links to the WFP’s 

downloadable reports offering ‘insights’ and ‘key trends’. Also featured in this space is a 

search tool inviting users to select a country on which to focus their analysis from a 

limited number of nation states listed in a drop-down menu. Once a user does so, they 

encounter the above-mentioned map.  

Despite the aura of authority, timeliness, and precision that their visualization in 

the format of HungerMap LIVE conveys, the food security measures underlying these 

graphic features are potentially problematic. These problems are highlighted in Section 6, 

in which we advance an extended response to the second of our research questions, 

namely: How well is HungerMap LIVE currently set up to do the work that it has been 

called by the WFP to do? To aid understanding of those potential problems, however, 

some further explanation is warranted. 

 

5. How HungerMap LIVE Measures Food Insecurity 

 

The WFP uses two main indicators as part of its food vulnerability analysis: the FCS 

(Food Consumption Score) and the rCSI (reduced Coping Strategy Index), combining 

aspects of the respondent and famine-affected perspectives discussed in Section 3. The 

FCS is a proxy indicator that measures the diversity of household diets, as well as the 

frequency of food consumption, using survey data (WFP Vulnerability Analysis and 

Mapping, 2008). It is calculated using the frequency of consumption of eight food groups 

by a household in the seven days leading up to the survey. These foods are given 

standardized weightings that reflect the respective nutrient density of each food type. 
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Households are classified as having either ‘poor’, ‘borderline’ or ‘acceptable’ food 

consumption, where poor food consumption typically indicates households are not 

consuming staples and vegetables daily, and seldom or never consume protein-rich foods. 

Acceptable food consumption typically refers to households that are consuming staples 

and vegetables daily, frequently accompanied by oil and pulses, and occasional proteins. 

The rCSI measures the frequency and severity of the behaviours that households typically 

engage in when faced with food shortages or when they lack the financial resources to 

buy food. These include reducing portion sizes, relying on less preferred foods, and 

skipping meals (Maxwell & Caldwell, 2008). 

To create these two measures for purposes of the HungerMap LIVE interface, the 

WFP employs two methods. Both aim to deliver near-real-time indicators of insufficient 

food intake at the level of a region. The first approach uses digital technology to replicate 

traditional survey methods, employing CATI (explained in Section 3) to collect data on 

demographic variables, food consumption, coping strategies, and access to food, market, 

and health services. Calls are made on a rolling basis and spread evenly over cycles or 28 

or 30 calendar days, or over three months, depending on the country. Sampling methods 

are used to ensure the representativeness of data collected. 

WFP guidelines spell out a detailed methodology for how the FCS and rCSI are 

calculated from data collected using traditional face-to-face methods, and how those 

calculations are verified. Though not stated explicitly, presumably a similar process is 

used for the HungerMap LIVE data based on CATI surveys. Notable in both sets of 

guidelines is that, while there is strong commitment to repeatable methodology, human 

expertise is central in checking, interpreting, and validating the results. 

For the FCS, prevalence of food insecurity is estimated by clustering 

representative household diets into ‘similar’ diets, allowing estimations to be made of the 

population more broadly. This clustering is done ‘semi-automatically’, by which is meant 

that an automatic clustering algorithm is used to generate clusters then examined by 

experts for coherence and possibly regenerated after adjusting weights. Although clusters 

and groupings are partially subjective, properly trained analysts are presumably expected 

to arrive at broadly similar conclusions, ensuring the consistency and repeatability of FCS 

analysis across similar contexts over time. 

Each cluster of diets yields an FCS based on the mean consumption of each food 

type, assessed against cutoff points, to determine whether the diet is poor, borderline, or 
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acceptable (by reference to the criteria described above). The cutoffs can also be manually 

adjusted by local experts depending on circumstances. Ideally, the resulting scores are 

validated against other proxies such as expenditure on food, with any anomalies 

investigated and explained; the extent to which this occurs as a matter of routine has not 

been publicly documented. 

The rCSI, when calculated with traditional sources of data, focuses on the 

observed coping strategies adopted by households over a seven-day period, as explained 

above. The particular coping strategies surveyed are locally determined and each strategy 

is given a severity weighting. The overall rCSI for a household indicates the number of 

days on which a coping strategy was employed, multiplied by the severity of each coping 

strategy, measured against a locally determined threshold for food insecurity. The 

prevalence of food insecurity in a region is estimated by carefully taking representative 

samples of households in regions with known populations and weighting them 

accordingly. 

The second approach employed by the WFP for the purposes of HungerMap 

LIVE, where CATI methods are not employed, uses machine learning, in particular 

regression trees (Breiman et al., 1984), to directly predict food insecurity in a region. 

More precisely, the WFP makes use of the Extreme Gradient Boosting (XGBoost) 

algorithm (Chen & Guestrin, 2016) to develop models whose output, for any given region, 

is the estimated prevalence of food insecurity (FCS or rCSI) in that region. No reasons 

are given by WFP for the choice of XGBoost, and no empirical comparisons with other 

methods have been published. We summarize this process below. However, note that 

while XGBoost itself is an automated procedure, the development of the machine learning 

models, as for survey data, relies on human expertise in several key aspects, and there is 

much scope for developing alternative models and using different methods. 

From a machine learning perspective, the task undertaken by HungerMap LIVE 

is a ‘prediction’ problem. The meaning of ‘prediction’ here does not, however, refer to 

prediction about the future, rather it entails determination of the relationship between a 

set of input features defined over various time points and periods, and the prevalence of 

food insecurity at the current point in time. In other words, the machine learning problem 

is to try to determine food insecurity ‘now’, or as close to now as possible, by predicting 

the FCS and rCSI for each of the various regions on the basis of the input data. 

A crucial aspect of any machine learning problem is the identification of suitable 

input features. For HungerMap LIVE, the same input features are used for prediction of 
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both FCS and rCSI prevalence for a region. These input features are not defined explicitly 

on the HungerMap LIVE website, but the XGBoost models are described as being ‘built 

using information about population density, rainfall, vegetation status, conflict, market 

prices, macroeconomic indicators and undernourishment’. This information is drawn 

from a range of public and private, national, and international sources. Macroeconomic 

indicators, for example, are derived from those published by the New York-based, 

privately held corporation Trading Economics. For regions with a past measurement of 

FCS or rCSI, the latest such value is also included as an input feature. 

It is not clearly described how these input features are ‘built’ or even how many 

features there are. For example, HungerMap LIVE makes apparent that it employs rainfall 

information derived from the Climate Hazards Group InfraRed Precipitation with Station 

(CHIRPS) data produced by the United States Geological Survey and researchers at the 

University of California, Santa Barbara, as processed by the WFP’s VAM analysts. 

Presumably, the resulting input features include the data shown on the dashboard and 

explained on its glossary page (i.e., the 1-month rainfall anomaly data), aggregated to the 

region level. Beyond this, however, the process of feature selection and definition is 

unclear and not open to public discussion. 

XGBoost is based on regression trees. The use of regression trees in the analysis 

of food security is not new. The portion of the regression tree shown in Fig. 2 is taken 

from Yohannes and Webb (1999), a guide to the application of regression trees to food 

security in Ethiopia. However, this tree was intended to be used for the identification of 

suitable food security indicators rather than for prediction. Note, as for HungerMap LIVE, 

the reliance on derived features: for vegetation, the long-term average normalized 

difference vegetation index (NDVI) and the CV (coefficient of variation, defined as the 

standard deviation divided by the mean) for NDVI in the dry season, together with price 

data (the relative price of sheep and maize), all weather road density and household size. 
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Figure 1. Regression Tree Fragment  

 

 

 

An XGBoost model is a series of such regression trees, where the objective of 

each new tree in the series is to predict the residual error resulting from using the output 

predictions derived from the previous series of trees. The output from the new tree is 

multiplied by the learning rate and added to the output from the previous series of trees 

to form the new prediction. Adding a new tree to the series thus aims to reduce the overall 

error on the training set, resulting in the high accuracy typically achieved by XGBoost 

models. 

Regression trees are built ‘top-down’, starting with a single node, and repeatedly 

splitting nodes to further refine the decisions. As a result, such trees can grow to 

considerable depth in fitting the training data, but, as a result, tend to ‘overfit’ the training 

data. By this, we mean that, while the tree will work very well on the data that it is trained 

on, it hews too closely to the distinctions within that training data, limiting its utility on a 

different set of data. Within XGBoost, there are several parameters to be defined to reduce 

overfitting, such as the minimum gain needed to perform a split at a node, ‘regularization’ 

parameters in the objective function to be minimized or a fixed maximum to limit the 

depth of individual trees, and a learning rate. This provides considerable flexibility for 
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researchers to manipulate the XGBoost model construction process, for example to trade 

off accuracy with model complexity. 

The predictions produced by XGBoost models, however, can still be sensitive to 

the particular choices made during the development of the individual regression trees 

comprising the models. To capture this degree of uncertainty, in HungerMap LIVE, a 

statistical approach is adopted wherein the whole XGBoost model construction process 

is repeated 100 times using various subsamples of the training dataset, producing 100 

XGBoost models for FCS and rCSI prevalence, as illustrated in Fig. 3. The final 

estimations for a region are then displayed on the HungerMap LIVE dashboard as a 

median value and a range of values, a 95% confidence interval, derived from the 100 

models. 

 

Figure 2. Model Generation and Operation 

 

 

6. Some Cautionary Notes and Unanswered Questions 

 

As outlined above, HungerMap LIVE relies on traditional data collection methods – 

CATI and in-person surveying – for some regions, while for others, uses data science or 

machine learning methods to provide a prediction of the prevalence of food insecurity. 

Food security is then assessed against the IPC scale, distinguishing between tolerable and 
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intolerable levels of food insecurity, and directing users’ attention towards locations and 

times at which intolerable levels are reported. Any assessment of the platform’s utility 

requires an assessment of the reports of food insecurity made available on the interface. 

Users are likely to be particularly interested in the reliability of predictions generated 

using non-traditional data sources and machine learning techniques, recognizing that 

different user constituencies (WFP staff; national policymakers; and communities 

engaged in advocacy or activism surrounding food security) may have different priorities 

and concerns with respect to ‘reliability’. 

As noted above, the WFP has published extensive guidelines for the construction 

of FCS and rCSI scores from survey data, though it is unclear the extent to which such 

processes are incorporated into HungerMap LIVE. However, complications – and 

potential for user misunderstanding – arise when estimations from CATI survey data are 

shown on HungerMap LIVE alongside machine learning predictions of food insecurity. 

In particular, users could be misled by the treatment as commensurable of measurements 

with profoundly different levels of intermediation; the likelihood of error rates increasing 

when predictions are applied to countries from which no survey data has been obtained; 

and the difficulties associated with using assumption-bound regression trees to try to 

understand global diversity in conditions (discussed more in the research agenda 

proposed in Section 7 below). 

A fundamental constraint is that, while the application of the survey methodology 

could reasonably be described as ‘measuring’ or ‘estimating’ the prevalence of food 

insecurity (especially in view of its focus on observational data on food intake and coping 

strategies over a short time period with human validation), the machine learning approach 

does not replicate this process, but rather aims to capture, via ‘prediction’, a posited direct 

relationship between the defined input features and the output values. The basic 

distinction between estimation and prediction is as follows: estimation presumes a 

population of individuals and aims to calculate the value of a population-level statistic 

such as the mean, median, variance, etc., whereas in a prediction problem, one instance 

at a time is considered with the aim of using a model to infer the value (class or numeric 

value) for an attribute of that instance. In a nutshell, the question raised and not yet 

resolved by HungerMap LIVE is the extent to which prediction – at the region level – can 

be used as a substitute for estimation in the range of settings in which HungerMap LIVE 

may be used. 
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It is a serious empirical question to what degree there is, in fact, any predictive 

connection from the combination of chosen input features to the desired output values. 

This is why validation of the machine learning models is crucial to understanding the 

effectiveness of the HungerMap LIVE dashboard to represent food insecurity in regions 

for which there is no survey data. It is also worth noting in this context that it is not 

possible to inspect the regression tree models used with HungerMap LIVE to verify if 

they conform to previous results. Even if this were possible, the models are very complex, 

each such model (of which there are 100 for FCS and rCSI) consisting of a large number 

of regression trees, resisting simple explanations. To elaborate on the unanswered 

questions surrounding HungerMap LIVE’s representational effectiveness, we consider 

here some issues affecting the accuracy of the models. 

 

6.1. Assessing the Accuracy of HungerMap LIVE’s Models 

 

One striking challenge presented by both statistical and machine-learning-generated 

prevalence values of food scarcity is the difficulty of assessing their accuracy. As we shall 

elaborate in Section 7 below, the required degree of accuracy of the measures must be 

considered in the context of the usage to which the results will be put, which depends on 

the needs and purposes of end user or stakeholder groups – which frequently diverge. 

Nonetheless, the promulgation of inaccurate measures as a potential basis for, or as 

factors to inform, distributive decision-making by WFP staff and national policymakers 

would be a legitimate matter of concern for those users and for communities engaged in 

advocacy or activism surrounding food security, particularly if inaccurate values result in 

inequitable distributions of aid or contribute to higher inclusion/exclusion errors for aid 

beneficiaries. The amenability of HungerMap LIVE to assessments of its models’ 

accuracy is therefore relevant even though it is not the only factor worthy of consideration 

in this context – that is, even though attaining a level of accuracy tolerable for some users 

would not be enough to determine whether other user groups concerned with food 

insecurity would or should make use of the platform in their work, or might regard such 

use as fair or just (Lowens, 2020). 

For measures of FCS and rCSI derived from survey data, the accuracy of the 

estimations is typically assessed by comparing them against other data sources. The most 

obvious approach for HungerMap LIVE would be to compare the machine learning 
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predictions with actual data on food security. Unfortunately, for regions without this data, 

this is not possible, so validation methods are limited. This is especially the case, given 

that WFP is developing the machine learning predictive models because data collection 

is too expensive and costly, as explained in Section 3 above. Thus, the core assumption 

here is that the model behaves similarly in those regions with and without survey data. 

As is standard in machine learning, validation of a method (where a ‘method’ can 

be considered a procedure to apply to training data to produce a model) proceeds by 

evaluating the method on subsets of the dataset for which there is known ‘ground truth’. 

In the case of HungerMap LIVE, the ground truth is determined from the survey data 

from 63 regions over a 14-year period, along with the estimated FCS and rCSI scores for 

each time-period, i.e., the data used to train the final XGBoost models. Evaluation is 

usually done using cross-validation, for example 10-fold cross validation, where the data 

is divided into 10 equally sized subsets, and 10 predictive models are developed, each 

trained on nine of the subsets of the data and tested for accuracy on the remaining subset. 

For HungerMap LIVE, however, results are given on the website for only one division of 

the survey data into one training set (80% of the data) and one test set (the remaining 20% 

of the data), albeit with results averaged over 100 iterations of model development and 

testing based on sampling from the training dataset. It is not explained how this split is 

defined, yet this information is needed to understand the basis of the results and how those 

results would generalize to countries and regions without survey data. For example, if the 

80-20 split is made at random over the examples in the dataset (i.e., regions and time 

points), as is generally done, the test dataset is very likely to include data points for all of 

the same regions as contained in the training data – whereas a key concern for the 

evaluation of HungerMap LIVE as a whole is to determine the accuracy of the final model 

for different regions, i.e., countries and regions without survey data. If the training and 

test data for model evaluation come from the same regions, and thus share characteristics 

(particularly input features that are defined at the country level), the errors are likely to 

be larger when the model is applied to other countries for which there is no survey data. 

The results of this ‘internal’ evaluation (i.e., evaluation on the collected dataset 

without reference to alternative information that could be used for ‘external’ validation) 

are given as two quantities for FCS and rCSI: R2 and MAE (mean absolute error). R2 is a 

measure of the reduction in error when using the XGBoost model as compared to a 

baseline. MAE captures how ‘far’ the predictions are, on average, from the ground truth 

values (hence smaller is better), while R2 is a proportional improvement (reduction in 
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error) between 0 and 1 over always predicting the mean value on the training set, where 

higher (closer to 1) is better. Results are given for two scenarios: (i) where the latest 

FCS/rCSI score is used as an input feature; and (ii) where those scores are not used as 

input features. Results for FCS are an R2 of 0.75/0.63 and MAE of 0.08/0.09, and for 

rCSI an R2 of 0.78/0.73 and MAE of 0.06/0.07, for scenarios (i) and (ii) respectively. 

Such results, however, are difficult to interpret. Normally an R2 value around 0.7 would 

be considered reasonable, but if, as is likely for FCS and rCSI, the baseline error is high, 

a proportional reduction of error of 0.6 may not be sufficient to yield meaningful results. 

Similarly, the MAE of 0.07 gives only the mean error and not the distribution of errors, 

i.e., it is possible that for some regions the error is much higher, for others much lower. 

An alternative, and more direct, way of evaluating the method is also given 

implicitly by the WFP on the HungerMap LIVE dashboard. As described above, the 

predictions for any given region are made using a statistical procedure producing a 

median value and 95% confidence interval from 100 XGBoost models. The confidence 

interval in this context can best be understood as identifying the level of uncertainty 

generated by the machine learning prediction process itself; it is not a confidence interval 

in the conventional sense, that is, it does not specify the probability of the ‘true’ value 

lying within a given range. Unfortunately, the HungerMap LIVE models often give quite 

wide confidence intervals for the machine learning predictions, indicating that the 

XGBoost models do not capture a strong connection between input features and output 

values, limiting the usefulness of the predictions. The wide variations of predicted results 

cast doubt even on whether comparisons or rankings of food insecurity across different 

regions are meaningful. 

The difficulty that even well-informed users of HungerMap LIVE are likely to 

experience in assessing the accuracy of its predictions is one factor that informs the 

research agenda that we propose below surrounding the enterprise of ‘nowcasting’ in the 

humanitarian field, of which HungerMap LIVE is emblematic. We argued above that 

HungerMap LIVE has been called upon both to reinforce the sense of hunger as a problem 

of data paucity, and to showcase the potential of ICT to address that problem. Insofar as 

it draws attention to those jurisdictions where machine learning ‘nowcasting’ is 

necessitated by a lack of data on food consumption or food-related coping strategies 

(Algeria and parts of the Central African Republic, for instance) then it might be seen to 

underscore the role of data deficiencies in impeding efforts to counter hunger. However, 
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not all of the countries in this category exhibit high prevalence of hunger (Algeria did 

not, for example, at the time of writing). As to whether filling in those data blanks through 

ICT (machine learning specifically) is likely to enhance governments’ and others’ 

hunger-response capabilities, HungerMap LIVE is similarly uncompelling in its current 

form. Given the perils of approaching machine learning predictions as replacements for 

survey data (highlighted above), HungerMap LIVE does not at this stage engender great 

confidence that access to machine learning-derived data enhances collective capacity to 

understand, prevent or address hunger. Nonetheless, consideration of the extent to which 

such nowcasting might yet prove useful to those grappling with hunger—with adjustment 

and further elaboration—demands some reflection on the uses to which it could 

conceivably be put in this context and by whom. 

 

7. Nowcasting, Forecasting and Narrowcasting: A Research Agenda 

 

Given the shortcomings and difficulties canvassed in Section 6 above, drawn from close 

reading of the HungerMap LIVE interface, and the contexts and characteristics surveyed 

in the earlier sections above, the question to which this section turns is the following: 

what should researchers interested in the prospect of trying to ‘nowcast’ conditions of 

food insecurity, or vulnerability to the same, aim to work on next? Responses to this 

question depend in part on which prospective users and uses of ‘nowcasting’ tools 

towards which the research is oriented. Before sketching out some issues that warrant 

further attention among researchers, it is therefore apposite to identify, speculatively, 

some of the uses to which an interface such as HungerMap LIVE could be put and by 

whom. 

 

7.1. Possible Users and Uses of HungerMap LIVE 

 

To foreshadow possible usage of HungerMap LIVE, this section considers the three 

possible user groups to which the interface itself draws attention: national government 

officials; activists with links to local communities; and WFP staff. All of these groups use 

information pertaining to food security which may be represented with varying degrees 

of reliability by HungerMap LIVE.  

First, key features of HungerMap LIVE make it attractive for use by governments 

that lack the resources and skills for data-gathering and analysis, and instead could rely 
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on HungerMap LIVE rather than attempting to assemble a similar amalgam of 

information. Similarly, sub-national governments might use the interface to understand 

potential food shortages in their area of administration (although the limits of its current 

usefulness at sub-regional scales are discussed below under Research Questions). 

Importantly, HungerMap LIVE also provides an aspirational model of potential 

data and policymaking integration. Users are presented concurrently with a wide variety 

of information which may encourage governments to further their own thinking about the 

relationships between different events and conditions and consider how they might use a 

range of data sources to understand these relationships better. This could conceivably 

facilitate cross-portfolio dialogue among government officials, which could over the 

longer-term help to engender understandings of food security as a whole-of-government 

imperative. 

HungerMap LIVE’s global coverage also makes it attractive for use by national 

officials keen to mobilize international aid towards their respective countries. 

Governments may want to extract from HungerMap LIVE evidence from across different 

countries that allow claims to be made that assistance to certain states should be 

prioritized over others. This then underlines the importance of ensuring that HungerMap 

LIVE’s output data have equal reliability across countries. 

Second, as discussed in Section 3 above, communities that include those 

recurrently affected by food insecurity often have an interest in obtaining and acting on 

local information about food security long before the terminal stage of a famine when 

states, international organizations and donors typically mobilize for relief. Activists may 

seek to use HungerMap LIVE to mobilize donors to try to prevent loss or reduction of 

local communities’ livelihoods in advance of famine. Donors’ interests might coincide 

with those of activists in this regard to the extent that preventive or early intervention 

typically costs less than ameliorative intervention at a later stage (Bailey, 2012; Venton, 

2018). In order for HungerMap LIVE to be a persuasive early warning system of this 

kind, however, it must be able to demonstrate the onset of threats to livelihoods at a scale 

corresponding to the local communities in question (as discussed further below), which 

may be at sub-regional levels. 

Third and finally, given the prominence afforded HungerMap LIVE in WFP 

communications, WFP staff themselves may be encouraged to use it for their own work. 

HungerMap LIVE presents at least three opportunities for WFP staff: support for fund- 
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and awareness-raising; assisting governments in the formulation of distributive policies 

and priorities; and informing the development and review of WFP’s own funding and 

programmatic priorities.  

The promotion of HungerMap LIVE through routes such as Business Wire 

suggests that it is at least partially aimed at private sector donor attraction and 

mobilization (Alibaba and WFP Unveil Next Generation of Machine Learning 

Technology in the Fight Against Hunger, 2019). The WFP’s capacity to raise funds from 

individual giving and other private sector sources has been hampered to date by low levels 

of historic funding from such sources and poor ‘brand awareness’; the extent to which it 

should be investing to try to raise greater private donor income remains a matter of dispute 

within the organization (WFP Office of Evaluation & Avenir Analytics, 2020). Even so, 

insofar as it showcases positive collaboration between the WFP and the business 

community (Alibaba), HungerMap LIVE may help the organization tap into new sources 

of philanthropy and technical assistance. The minimum standard of ‘reliability’ for such 

use may be lower than that required for distributive purposes. HungerMap LIVE could 

potentially attract derision as an instance of ‘technology theatre’ eliding hard questions 

‘about power and equity’ (McDonald, 2020), but elements of ‘theatre’ might be what 

fundraising demands. 

Given its straitened financial position, the WFP must invariably prioritize its 

distributive activities and funding allocations. The program in 2020 assisted 115.5 million 

people in 85 countries (World Food Programme, n.d.-b). Being able to identify and 

address needs before they become full-blown food crises could help alleviate some 

demands on the WFP’s resources. While the accuracy of HungerMap LIVE is incidental 

to the fund- and awareness-raising functions canvassed above, it is vital to any such 

prioritization work. At the very least, any use of this tool for WFP programming requires 

a nuanced understanding of the evidentiary limitations of HungerMap LIVE. 

 

7.2. Research Questions Pertinent to Such Users and Uses 

 

In view of the limitations and potential uses of HungerMap LIVE identified above, this 

section proposes a research agenda for prospective users of this platform and for any other 

humanitarian organizations or government officials interested in employing machine 

learning to try to estimate conditions of human need —a burgeoning element of ICT4D 

practice.  
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7.2.1. Assessing the Relative Value of Country-Specific versus Generic Models and 

Features 

 

A basic assumption of the current HungerMap LIVE platform is that, by design, the same 

model must work for all countries and regions in the same way: a frequent point of 

criticism of ICT4D projects (Schelenz & Pawelec, 2022, p. 172). Contrary to this 

assumption, it has been argued elsewhere that for chronic food security ‘the degree of 

importance of each key driver varies between countries or regions according to their 

unique set of physical, economic, and social circumstances’ (Fyles & Madramootoo, 

2016). Moreover, as explained in Section 3 above, the WFP has otherwise been at pains 

to differentiate its famine mapping tools in dialogue with local decision-makers (in 

FIVIMS, for instance). This fact alone does not mean the machine learning models used 

in HungerMap LIVE cannot work in principle; the models can work provided the input 

features are rich enough to differentiate the regions where each driver contributes to FCS 

and rCSI prevalence in different ways, for then XGBoost can initiate splits to ensure 

different subtrees of the decision trees capture these differences. Whether the features are 

sufficiently rich is an empirical question that remains to be answered. In view of the 

cautionary notes discussed in Section 6 above, however, it is not clear that either the 

country- or region-specific validity of HungerMap LIVE’s input features has been 

established. 

As an example of variability unaccounted for in HungerMap LIVE’s methodology 

that is relevant to acute food insecurity, Fyles and Madramootoo (2016) identify 

differences in how climate change is likely to affect food security. Sub-Saharan Africa 

and South Asia, which are heavily dependent on rainfall, are particularly vulnerable to 

droughts, whereas for other countries, higher temperatures may, in contrast, increase food 

yields, contributing positively to food security. With HungerMap LIVE, it is possible that 

vegetation indexes are sufficient to differentiate the regions susceptible to drought from 

those that are not. It would be desirable for prospective users to be able to inspect the 

XGBoost models to verify if in fact the decision trees are utilizing this, or some other, 

feature for this purpose, to assist in validating the models. 

Delving more deeply into particular countries in southern Africa, it is unlikely the 

HungerMap LIVE features are adequate to capture important differences between 
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regions. For example, in Eswatini (a country for which WFP does not have survey data), 

‘the impacts of droughts [at the household level] can vary significantly between 

constituencies and regions’ (Mohammed & Dlamini, 2018). This variation is due to 

differences between livelihoods (essentially poverty-related features), but also whether 

rainwater or tap water is the main supply of drinking water. Though these differences 

manifest at the household level, they are likely to impact the prevalence of food insecurity 

at the region level when aggregated. Development of new country-specific proxies to 

incorporate into machine learning models, informed by existing domain expertise, is 

needed to better capture the variable drivers of food insecurity. 

 

7.2.2. Making and Validating Localized Causal Models 

 

Another problem with the machine learning framework of HungerMap LIVE is the use 

of a mixture of long-term and short-term features for ‘nowcasting’ acute, rather than 

chronic, food insecurity. In reality, these features typically interact to form a complex 

causal network of factors that influence food security over different time scales. A related 

problem is that this input data itself is measured at different time scales and updated at 

different frequencies: temporal variations that are elided by the interface and hence not 

drawn to users’ attention. 

A meta-analysis that aims to unravel the complex causal network of food security 

drivers is given by Misselhorn (2005) for Southern Africa, which distinguishes both 

short- and long-term drivers, and direct and indirect drivers (that is, indirect drivers 

initiating other drivers that in turn influence food security). Misselhorn’s conception of 

causal models draws on probabilistic reasoning (Pearl, 2009) in the characterization of 

influence between random variables (drivers and outcomes) formalized using conditional 

probabilities, with reliance on Bayesian independence assumptions to simplify models, 

though no formal causal model is presented in the analysis. 

A major advantage of this approach to causal reasoning is the possibility to use 

data to develop and evaluate causal models. Such models would enhance understanding 

of the role of the various drivers of food security in different causal networks and could 

enable predictions of the efficacy of various interventions, following the approach used 

in medical research, albeit without the possibility of randomized controlled trials. The 

long-term data amassed by the WFP for HungerMap LIVE can provide a valuable starting 

point for this endeavour. However, what is needed for purposes of further research in this 
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direction are more fine-grained data proxies (as described above) tailored to local context 

and conditions, with the input of domain experts to develop local models. This is not 

simply a matter of using ‘off the shelf’ machine learning models with more data; rather 

new localized models and features are required, especially as Misselhorn (2005, p. 37) 

cautions that, for her meta-analysis, ‘the combination of factors in each case study varied 

significantly’. 

 

7.2.3. Refining the Temporal Dimensions of Forecasting 

 

In addition to the development and validation of more localized causal models, the 

temporal dimension of food insecurity is in need of further analysis, and we suggest, 

explicit representation in the models. One obvious reason for this is that food insecurity 

is seasonal, as has often been noted (e.g., Anderson et al., 2018; Beveridge et al., 2019; 

Lentz et al., 2019; Misselhorn, 2005; Mohammed & Dlamini, 2018). Improved machine 

learning models should incorporate such seasonal variation. Another need for the 

temporal dimension is the sensitivity of rCSI to market prices, which are more volatile 

than other factors, so better predictions of market prices should improve estimates of rCSI 

prevalence levels. But the most important motivation for the use of temporally refined 

forecasting models is to develop an ‘early warning’ system for food insecurity, so that 

action might be taken to avert or reduce the severity of an impending crisis. As noted 

above, this has been a recurrent goal for many of HungerMap LIVE’s anticipated users. 

Future work could draw upon recent studies using simpler forecasting models of 

food security. One example is provided by Wang et al. (2020), involving use of a 

regression model to predict the distribution of IPC phases (IPC1, IPC2 and IPC3+) at the 

country level on a quarterly basis. That study used a model incorporating the previously 

predicted value along with vegetation, rainfall, conflict, and economic variables as inputs; 

the authors concluded that around 15 data points are needed to develop a reliable model 

(as discussed above, this conclusion would need to be tested in different country and 

regional contexts). Another recent study examined, as an alternative to forecasting 

outcomes, the problem of predicting transitions in IPC class, attempted for Ethiopia at the 

level of livelihood zones (Westerveld et al., 2021). In this context, the best results arose 

from predicting seven months out from the current time. It may be fruitful to utilize time 
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series analysis methods that have been developed to handle seasonal effects in data 

ranging over several years, adapted to employ a wider variety of input data features. 

 

7.2.4. Narrowcasting Spatial Models 

 

Another obvious property of the HungerMap LIVE models is that each region is 

treated independently, with no interaction between regions that are similar, in the same 

country, or even adjacent, although regions in the same country will share the same 

country-level features. A reasonable question is whether the whole machine learning 

process would work better at a finer level of spatial granularity, such as level 2 

administrative units (at district or municipality level), though models at this level will of 

course be more data intensive. The work based on livelihood zones in Ethiopia 

(Westerveld et al., 2021) using monthly data to forecast changes in IPC level showed that 

this is feasible. Most interestingly, a livelihood zone, taken from FEWS NET (the Famine 

Early Warning Systems Network website, created by the US Agency for International 

Development and the US Department of State) is ‘a geographical area within which 

people share the same patterns of access to food and income … and have the same access 

to markets’ (Westerveld et al., 2021, p. 3). This empirically-based definition means that 

the livelihood zones can potentially be automatically discovered by machine learning 

techniques, e.g., clustering over the data collected (though it is unclear whether the 

livelihood zones for Ethiopia were so constructed by FEWS NET). Combining methods 

of determining cohesive spatial areas with (possibly multiple) predictive models such as 

XGBoost that are defined over such areas will result in more complex hybrid systems 

with several machine learning components that can be validated independently. This may 

be a promising approach to improving the accuracy and localization of the HungerMap 

LIVE models. Given their empirical basis, such models are also more likely to be 

explainable to and interpretable by the prospective users canvassed above. 

A second approach to spatial modelling adapts well known statistical approaches 

of small area estimation (Rao & Molina, 2015). Small area estimation is traditionally 

applied with survey data, with the aim of using high-level regional features to compensate 

for small sample sizes in ‘small’ areas. This has been applied extensively in poverty 

mapping (Molina et al., 2019; Molina & Rao, 2010). The use of small area estimation to 

measure food security is less common, exceptions being studies of food insecurity in 
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Nepal (Haslett et al., 2014), Bangladesh (Hossain et al., 2020) and Ethiopia (Shiferaw, 

2020). 

A promising line of research would be to incorporate features from various data 

sources other than survey data into small area estimation models, following early work in 

this direction mapping poverty in Italy using mobile phone data (Marchetti et al., 2015). 

There are two ways in which small area estimation techniques might improve estimations 

of food insecurity: (i) models could explicitly incorporate features of nearby countries 

with similar characteristics (such as in Southern Africa, with all countries highly 

susceptible to drought); and (ii) to capture relationships among countries or regions whose 

economies are interconnected (for example by trade or labour market movements) and 

therefore more likely to directly affect food security in one another. 

 

8. Conclusion 

 

The main contributions of this article to the ICT4D field are threefold. As to ICT4D 

practice, we have advanced insights and offered cautionary notes to facilitate considered 

use of HungerMap LIVE and inform the commissioning and development of comparable 

tools in future by attention to their limits and blind spots. As to both scholarship and 

practice in ICT4D, we have identified some areas in which further research may be 

fruitful to address those limits and blind spots and to enhance later development of digital 

platforms for development. And as to ICT4D research methodology, we have 

demonstrated the value of interdisciplinary close reading to inform and concretize 

ongoing debates in the ICT4D field concerning the potential of new digital data sources 

and machine learning for different constituencies of development practice. Close reading 

of particular platforms can equip ICT4D scholars to move beyond broad, equivocal 

assessment of digital platforms as having ‘potential for good and evil’ in the development 

field (Bonina et al., 2021, p. 895). Close reading can also generate specific strategic 

imperatives: highlighting, for instance, the importance of platform developers investing 

as much time and effort working with people in, say, Algeria and Eswatini to generate 

machine learning models meaningful for their purposes as has historically been invested 

in refining survey practice. The fact that the WFP and its partners have capacity to 

generate machine learning insights from afar does not mean that they should be 

approaching the exercise remotely; indeed, we have argued that machine-learning-
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derived insights generated at such remove risk being useless for most purposes other than 

fundraising and general awareness-raising.  

Implicit in the foregoing analysis is the following argument: the integration of 

machine learning with other methods in ICT4D with a view to a spatially and temporally 

differentiated assessment of human needs, political possibilities and socio-economic 

conditions to the aid of intended users and beneficiaries is invariably a multi-disciplinary 

task. It demands as much attention be paid to historical and contemporary social contexts 

as it does to novel technical inputs and capabilities: histories and contexts, that is, of the 

institutions and communities of mappers, as much as those of particular places being 

mapped. It requires, also, localized collaboration and engagement with multiple 

prospective user groups and beneficiaries, anticipating cross-purposes among them and 

attending to elision and obfuscation in the technical interfaces themselves. There is 

promise in the data-gathering and analytical approaches that HungerMap LIVE 

showcases. However, that promise can only be realized if as much effort is dedicated to 

engaging disparate human inputs (including critical ones) as to assembling and making 

use of automated inputs. The ‘socio’ side of socio-technical experiments in ‘nowcasting’ 

merits as much weight and investment as the ‘technical’ side. In the ICT4D field and 

elsewhere, the development of machine learning tools and digital platforms is often 

characterized as a singularly STEM undertaking (the concern of science, technology, 

engineering and mathematics) requiring only occasional inputs and surrounding ethical 

constraints from HASS (humanities and social sciences) fields. This article shows such 

tools’ development, assessment, and informed use in ICT4D to be an unavoidably 

integrated endeavour. 
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